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David:
Is that better? Apparently that’s okay now. So if everyone could be really quiet, we’ll listen and see if we can hear Steve. No. Okay. 

As I was saying, we’ve got a second plenary and also the presentation of the Philip Abrams Memorial Prize. I did the first notice.

The second notice I wanted to point out to you is that I’m a trustee of the BSA and there are many of us and we love to be involved in the association, working with the members, running events, working with the fantastic BSA office. I am stepping down this year to make way for more enthusiastic people. We have several positions that are open. If you have a look in the latest Network, you can see some details here. The nominations are open for another few days until April 30th. If you are thinking of getting involved, I absolutely encourage you to do so. To be nominated, you need to be a fully paid-up member of the BSA and to be proposed by somebody else of the same status as well. I very much recommend you to have a look at that.

Now to our plenary. The pressing questions of data, what they are, where they come from, and to employ something of a cliché, their velocity, variety and volume, are increasingly key for sociologists and sociologies today. 

This was really brought home to me last year when I first heard our speaker, Everlyn Ruppert present at an event at the Royal Statistical Society in London. It was one of those all too rare things; a presentation that genuinely shifted and informed my perception of forms of data and our understandings of them. I’m very pleased to introduce her to the conference today. 

Everlyn Ruppert is a senior lecturer in the Department of Sociology at Goldsmiths, University of London. She was previous senior research fellow at the Centre for Research on Social-Cultural change and co-convened a research theme called the Social Life of Methods. She is currently principle investigator of an ESRC-funded project, Socialising Big Data and recently awarded an ERC consolidated grant for her project, People in Europe – how data make people. 

Prior to academic life, she worked for 11 years as a professional planner and government policy advisor and consultant. 

She is also founding editor and editor in chief of a new SAGE journal: Big Data and Society – critical interdisciplinary enquiries. That will be launched in June this year.

Speaking to us today on the theme of Four Sociologies of Data, please welcome Everlyn Ruppert.

(Applause)
Everlyn Ruppert:
Thanks, David, for that wonderful introduction. It covers some things I don’t have to repeat now in some of my talk. 

I was very pleased and honoured to be invited to give this keynote, especially to address a theme that’s been of interest for me for some time I must say. But I’d like to start by noting my objective for advocating what I call ‘sociologies of data’; it’s to attempt – how data is produced and accomplished by social and numerous technical relations and struggles. It’s an approach that comes out of work that I’ve undertaken, particularly over the last decade, and which I’ve just recently collected under this description of ‘sociologies of data’. 

What I’ve done for today is I’ve written up what I would call four narratives; four ways of thinking about sociologies of data. I thought to step back as it’s kind of nice to do at moments like this to my very first project after I completed my PhD in sociology, because it was a data project. For perhaps very serendipitous reasons, I took up a position as a research co-ordinator and then became a co-director of a project that involved digitising some 1.5 million individual-level census records and building what was called a micro-data and a meta-data infrastructure for studying early 20th-century Canada. 

Basically what we were doing was transcribing what were original handwritten forms into digital format. The objective was to reveal what’s often described as the variability of lives that is lost and we have aggregate statistics and we add people up. There by we would provide insights to what are usually described as the historically anonymous who don’t leave detailed records of their lives. 

Without knowing it, we were engaged in what you could call a big-data project. But basically we attended to census data as a project output rather than research publications; we were producing data.

Now, it seemed at first to be a really simple undertaking, but it became quite daunting. In general, we had over 70 people, who were technicians, data-entry operators; we had computer scientists; we had historians, geographers, sociologists; and we also had an infrastructure of lots of devices and technologies, from the microfilm reels that we needed to read the manuscript forms; we also needed specially designed software and computer networks. Altogether, these were distributed across five high-security university centres because of the confidentiality of the data we were looking at for early 20th-century Canada.

As you’d expect with such distributed practices and infrastructures, we had to develop a rules and protocols for how we were going to interpret, transcribe, and code what was extremely variable paperwork.

Basically, if you look at handwritten manuscripts from that time, you see that there is a lot of uncertainty and a lot of variety in how people are recorded and how individuals are categorised into a state’s classification system. This was particularly evident in the variety of answers to individual questions which were far more numerous than the categories that the census reported.              

As practitioners, especially of science and technology would say, “Well, this is a result of all those mediations and translations that happen, from a census form to the enumerators to the compilers to the correctors in the central statistical office. But it also, for us, included ourselves as researchers, years ago, 100 years to be exact, who sought to interpret now and digitise those very traces.

I could tell a long story about the two years we took to try and design the software, write the manuals, and the rules, for data entry and how we were going to code this; to train the supervisors, the operators, the checkers and so on. As you’d expect, this could not cover everything that we encountered when we were looking at the forms. 

Basically these were meticulously handwritten, painstaking recordings of people’s lives. We had a lot of idiosyncratic styles and handwriting. Things cross out and written over, etc. There were lots of categories that weren’t answered or answered ‘incorrectly’, etc. 

Reading it as a text then, a manuscript form of data revealed a lot about how individuals were not simply counted but how the very practice of the census was also variably interpreted, contested, often resulting in problematic and what you could say ‘unrecognisable’ responses. 

Indeed, we required a special notes field and several special fields to try to account for those variations. In brief, as you could expect, we had a lot of back-and-forth negotiation across especially disciplines and different conceptual understandings of what it was we were co-producing. Despite continuous upgrading and updating of our manuals and rules, we had to leave still a lot to discretion and judgement. 

We were social scientists and as any good social scientist would do, we documented all of this; all of our rules and our procedures. We also provided qualifying statements about the vicissitudes of our method and what we couldn’t capture or how we did capture it. As a lot of researchers know when they’re talking about any method, basically, all methods involve such kinds of matters. We as social scientists spend a lot of time doing descriptions of methodology to account for this. 

What typically happens, and we can see that in many ways that data is taken up, such mediations and vicissitudes often disappear when data then comes to be analysed. Indeed, in Canada, social historians are now writing new histories of modern Canada based on our data. A book has just been published as of yesterday coincidentally called Hidden Histories. I might note that that’s a title stands very much in opposition to an interpretation that I have; that we were making histories. But that’s yet another story to be told and I’ll mention that a bit later. 

I’m not arguing that we produced something that’s inaccurate, biased or was error ridden or it’s invalid, etc. Rather I like to think about data as a product that says as much about the past and the long dead as it does about ourselves and our relations with various technologies and people.

Not only were the people, the technologies and the relations of early 20th-century Canada the subjects and objects of our gaze and method; we too were subjects in that our judgements, our capacities, our abilities, our rules, our standards, our positions, and relations, especially to specific digital and material technologies, were a part of the mediations that enacted a particular population of early 20th-century Canada. Therein lies a bit of a hint of my disagreement with the title of the book. 

What then, I ask, if we were to conceive of our very doings as not standing outside of, or interpreting, or tainting a historical record, but as very much part of the object and subject of our inquiries itself? To make ourselves and our relations, especially to digital technologies, also a matter of concern to us. 

I think this calls for what Pierre Bourdieu called the critical reflexivity, and an understanding of our subject positions Foucault has advanced, and says that we don’t just think about ourselves but it’s ourselves in relation to various method arrangements, of which we are inevitably a part.

That is one beginning I would say of a sociology of data. It’s basically understanding data as that kind of accomplishment of distributed and dispersed practices and agencies. Especially that elaborate infrastructures of rules, standards, technologies, and people. Including ourselves as researchers. 

It’s in relation to this that I’m now enquiring about the relation between data and the making of peoples. A project that David mentioned that tends to contemporary governing practices. It’s one that picks up my point about ourselves as researchers and our relations to our methods. But this time, it’s an ethnographic study of EU statisticians as they remake, debate and redo methods of enumerating, knowing, and constituting an EU population. 

Now, this is a version, which as David mentioned, is funded by an ERSC consolidator grant. But it’s basically at the beginnings so I’m not reporting on findings but how through my earlier work, I’m conceiving of how one can think about how a population of Europe is being constituted. The project acronym is [ARITHMIS 0:11:16] which is basically the Latin term for ‘number’. That’s why I also speak of ‘peopling’ and I’ll explain what I mean by peopling in a moment. Basically I argue it’s being undertaken at a moment when the future of Europe could be described as being critical. I think of that future both not only of its political future but also what I call its statistical future and its statistical history.

Without a doubt, we can say that the European project of holding Europe together as a polity is certainly under strain; you only look at the newspapers to understand that. In response, we have a lot of political institutional practices and articulations, especially around citizenship, including things such a cultural and monetary policy, that are being sought to in still a notion and understanding of Europe. 

I argue that creating a European population through statistics can be understood as one of those practices, albeit quite mundane and bureaucratic, I admit. But it is more simply about collecting data, I’ll argue. Like the forging of a national identity, it’s’ also about constituting a European identity and contributing to how people come to perceive and identify themselves as Europeans. 

Historically we know that through population data, states have simultaneously sought to constitute, integrate and, in John Lie’s language, transform people in itself or a population into people for itself, or a peoplehood. 

That is, amongst and alongside lots of other things, enumeration as a practice that’s part of cultivating an awareness of peoplehood. Theodore Porter has described it as a practice based on the assumption that diverse people are indeed related and share an identity; for common personhood becomes more important than their differences. It’s on the basis of this that many nationalist narratives have been written. For Wendy Espeland such sharing and counting procedures have come to shape how different populations make sense of one another, and of themselves, and have made it seemingly easy, she says, “Societies with wildly disparate histories, cultures and economic and political structures can be compared.” At the same time as ___[0:13:20] has put it, “constitute what they seek to compare.”

These understandings are also key to the European project where the matter of concern is not just knowing how many are we but also to provide an answer to the question, who are we? Furthermore as Eurostat, which is the statistical agency for the EU: “A common programme of census data which are comparable throughout the EU is not only needed to support EU-wide activities, but also to make it easier for people acting at a national or even regional level to see their situation as part of a larger European picture.”

In these examples, who we are is not simply a matter of addition; rather it is implied that the EU is more than the sum of its national parts. If Durkheim famously used national statistics to identify regularities as evidence of the autonomous existence of a society, and collective forces, as Ian Hacking has put it, then European population statistics perhaps can provide evidence of the existence of European identity, independent of its national parts, yet relationally constituted by them. 

At the same time, and while related, knowing who we are as Europeans is not the same as forging a national narrative and I’m not arguing that. But I suggest that the answer to who we are does build on the same nation-building practices that governments have long used to hold their populations together as peoples. Because it’s not only through theoretical or political disputes and debates and ideas that common national identities have been forged. As I’ve already been suggesting, it also involves specific national nation-building practices, such as standardised measurements, maps, institutions, taxation, market regulations, museums and so on, as studied by Benedict Anderson, but they’ve also included those of enumeration that Silvana Patriarca argues connected numbers and nationhood, and through which James Scott has maintained that states have sought to make a people singular and legible. 

In a similar way, I think we can think of the efforts to achieve EU statistical comparability can be understood along other EU practices that are in place to hold the EU together, such as its laws, its regulations, its customs, its histories and its institutions. Do that to enact Europe as Andrew Barry and others have argued. Or like Étienne Balibar, they submit that theoretical problems again are only part of the ways to think about Europe. Like looking at the very practical and situative work and the concrete issues through which Europe is being brought into being is something we need to attend to. 

But there is another side to this issue of data and nation or EU. In addition to constituting a population, it’s also about turning that population into a governable people, upon which we know are numerous evidence-based policies and regulations always depend. 

As Foucault has insisted that comes between the nature of a population, its rights and its patterns and its probabilities, is necessary to manage it. In this light, we can think of these practices as also bio-political forms of power and knowledge. Constituting populations is best not only for representing but also for intervenient and guiding and managing. It is these two very dimensions of people that in governing that are captured in the objective of the European parliament’s recently adopted statistical programme which has called interestingly People’s Europe: “European citizens are at the heart of union policies and consequently social statistics are in heavy demand to support the decision-making process and to monitor the outcome of social policies. But it’s also to help European citizens assess the impact of those policies on their lives and on their well-being.”

As I think this suggests, European citizens are both subjects and objects of population knowledge. They are people who are counted and acted upon through governing interventions, but they are also subjects who can recognise themselves in account of who they are and how they are governed. It is both cultivating and governing a peoplehood thus, I think, involving myriads of civic practices that for that reason we can think of peopling not as a people who come to settle a territory or a nation, but an adjective to connote that peopling involves cumulative practices that bring a people into being. I say, population enumeration is one of them. 

That’s the broad conceptual framing that I started out this project that then engages in a particular methodological programme and problem, that resonates with questions of method that are also facing social sciences. 

Basically, quantitating a European population is not being achieved by going around and enumerating the EU, holding an EU census, but by assembling it; adding up national enumerations. However at the time that this attempted, we’re facing a situation where new digital technologies are stimulating methodological innovations and diversification amongst member states, such that comparability of data and methods are being challenged. The possibility of integrating or bringing together the population data into one, having a Europe of integrated, is being brought into question. 

While standardisation has been underway for many years to achieve what’s called Europe-wide comparability, ICTs in addition to other things, such as cost and reducing respondent burden, are challenging this. Indeed new technologies, such as GIS, the internet, laptops, handheld devices, tablets, etc. are being take on. But perhaps more significantly, the usual what’s described as a field a questionnaire-based enumeration, or the traditional method of census, is being increasingly replaced by joined-up government administrative databases on employment or national insurance and also central housing and population registers that have basic information and personal details that are more up to date than any decennial census.

Rather than periodically going around and canvassing and asking people and eliciting their responses to questionnaires, these methods are using existing administrative records of transactions with governments. During the last few decades, these alternatives have been advancing significantly throughout Europe and beyond. Even countries that are continuing with a regular practice of a census are starting to adopt new digital technologies, bringing in mixes of administrative data and also new sources and methods. 

In this context, I can’t help but reflect on recent reports of the Beyond 2011 census project in the UK which has been considering options for the 2021 enumeration in England and Wales. Over the past few years the project came to focus on two new alternatives for doing the enumeration in 2021. One was to continue this questionnaire-based census but conduct it primarily digitally and online. A second was to do a more frequently updated census using administrative sources, such as NHS patient registers, but also supplementing that with some annual surveys. 

Now, in response to those consultations, the National Statistician and the UK Statistical Authority has accepted what they are describing as a hybrid approach, or a mixed-method approach. It’s to use a predominantly online census and supplement that with the further development and use of administrative data and some survey data so that more timely and up-to-date information can be provided. 

So while continuing with a questionnaire form, this approach though is very much in line with what I see as developments elsewhere in Europe and internationally. It’s not as fundamentally transformative as that, especially as we see in Nordic countries and other countries that have abandoned completely traditional censuses, but it does involve what I call experimenting with and developing a different mix of methods and technologies. 

These changes are thus part of what EU statisticians call a transitional methodological moment that will arguably introduce some of the most fundamental changes to the way states and modern censuses have conducted censuses since they were instituted some 200 years ago. 

Now, I’m not interested in discussing any further details of this decision but I wanted to use it because it helps me note some methodological and statistical issues. First of all questions of methods and statistics while of importance and interest do not stand apart from what I would practical and political questions of what it is to constitute a population that are bound up with these decision. 

As I and others have argued historically, it is debates, struggles, tensions discourses techniques, material devices, different logics and rationalities and interests that come together to settle on, if you will, or have a technical settlement on how a population is to be known. In the case of the Beyond 2011 project, this included political and practical pressures to reduce cost; reuse existing sources; to also have more up-to-date population data and information; to reduce respondent burden; to stop asking people more and more over time to answer questionnaires; and also to make use and greater use of new digital technologies. These statements are all to be found in the submissions of central government.

At the same time, these pressures, or these interests, encounter demands from lots of different interests, for example, to provide detailed data on small population groups and small geographic areas; to address privacy and confidentiality concerns; to ensure data is available for equalities monitoring; and facilitating longitudinal analysis; also for genealogists to do research. 

There are many others, but my point is that while methodological decisions are often treated as technical matters, they involve these kinds of what I would say are normative and political choices about what counts and what matters. These go beyond a calculus of cost, which are often quite dubious anyway, or the valuation of what is a timely set of data.

But to this I’d add that such choices are not only asserted in public forums, such as consultations or by politicians, they also happen in incipient ways in day-to-day bureaucratic and technical assumptions, evaluations, and decisions. Too often, I think, politics of data is confined to the demands of politicians and publics rather than these ordinary mundane and unseen bureaucratic processes. 

For this reason, I’m turning to ethnographic approaches, conceptually and methodologically developed in the field of the social studies of sciences, to bring to bear some insight on to the those practices. I’m basically following and observing and detailing the usual out-for-sight practical and situative efforts of statisticians, at both the EU and national context, to understand the skills, expertise, politics involved in the work that they do and the knowledge they practice.

It is through following and listening to statisticians, my objective is to understand their practical work as they juggle what they describe as three kinds of requirements. One, what they describe as professional and scientific independence. Another, national autonomy and its imperatives. Also EU comparability to innovate methods. 

This juggling includes what we could describe as devising new techniques and standards on issues such as quality an on statistics and what is a statistic; changing methodological rules and techniques; investing in new infrastructure, such as digital technologies; attending to those national imperatives that I’ve already mentioned, such as cost savings; also meeting different user-group demands and needs from policy makers to publics; also addressing the issue of harmonisation and how these all can fit together. 

All of these are part of the development of what Theodore Porter has called ‘technologies of trust’. When there is technical settlement on methods, it’s because these various technologies have come to consecrate, if you will, that a methodological approach is adequate and is valid. It includes things that the EU, such as method audits and peer reviews and quality-assurance programmes and workshops and meetings and conferences, technical manuals and reports, exchanges and training sessions. So a lot of infrastructural work going into developing new technologies of trust.

But these are just some of the practicalities, materialities and events through which the EU population is being constituted which, as I’ve been arguing, is not simply accomplished through an application of theories or of statistical principles. But more along the lines of what James Scott has described as the role of practical knowledge; of informal processes; of cultural, technical and political negotiations; and innumerable adjustments and compromises that people make in the face of experience, circumstances and various experiments. 

In sum, this is a sociology of data that connects questions of method to making and governing a people in polity. But they’re questions I think also that extend to how governments are rethinking official statistics beyond censuses or reusing administrative data or just developing new digital technologies. Because it also includes the challenge of what we call now more and more big data that’s generated by social media or mobile positioning and search engines, for measuring variables such as population movements and price indices or consumer confidence. 

Indeed, digital tracking methods and data collected by the private sector are being considered as perhaps more timely estimates of migration, which is one of the most difficult population attributes to measure. While governments have long held a monopoly on population and the production of large-scale statistics, as the Conference of European Statistician has noted with some concern, the private sector is ever more producing data of public interest, of value, and at a lower cost and with advanced analytics. In many ways undoing what we could describe as a historical relation between data, statistics, knowledge, authority and the state.

Now that is, we could say, that the remaking of enumeration methods is connected more generally to these kinds of moods of rethinking official statistics and investing, as I would say, in new concepts, methods and technologies. 

This leads me to a third narrative on the sociology of data. It builds on this challenge of big data for official statistics but also connects it to the challenge we face in the empirical social sciences. 

Now the kinds of issues that national statisticians are raising about new data sources, largely generated online by the private sector, are similar to those that sociologists in this association have identified, such as larger Roger Burrows, Mike Savage, Lisa Atkins and Celia Lury. These were the challenges and debates about big data that also extend to various publics we could say. While at one time to talk about data would inspire a lot of yawns and little interest outside of governments and the academy, data has become part of social worlds and relations and of interest and consequence to a lot of people and many publics. A point I’ll come back to in a moment. 

Well, there are various terms that are used to define this data proliferation, such as a data deluge or a data revolution. The one that is most commonly used both within and outside the academy is that of big data. While its meaning is sometimes contested and its definition is a matter of some debate and controversy, I’m taking it up for what I would describe as two kinds of key reasons. One reason is that it is active and it is controversial and it’s happening. But it’s happening across a variety or communities of practices that includes the computing industry; it includes popular media; it’s in business; it’s in government; and across numerous disciplines within the academy. 

While there is some hype certainly to be found in each of these domains, I think there is also a lot of healthy scepticism being taken up. But my point is that by taking up the term, this enables engaging in those debates and discussions across these communities instead of creating terminology within our own disciplinary interests. So we’re not in isolation within our disciplines but in conversation with those outside the academy, some of which ware leading in the generation and analysis of big data, but especially in relation to various publics are very much a part of their very lives. 

Second, I suggest, or use the term to suggest, there is something big about data today. It’s to be found especially in our changing practices and relations to it. I make this specification to challenge some of those predominant definitions. David mentioned one of the best ones out there, if I can put it that way, of high volume, variety and velocity, or the 3Vs which has had a lot of circulation in the digital sphere. But these are really vague and also unhelpful, I think, in identifying what it is about data that is changing and what is changing societies.

For that reason, I think it’s perhaps also obfuscating what is really at stake. In particular how sociologists are a part of that stake, or those stakes, and that what big data is and what it’s going to be is going to be made out of our very practices. 

Furthermore, I think these qualities are really not definitions. They are basically qualities that are actually the product of, or generated and sustained by various practices, that are more multiple and selective. So by attending to practices we go to where the data comes from, if you will, in the first instance. This attention, I think, to practices enlarges then what we define as what is big data, rather than not just confined to the internet, or that generated on the internet, which is typically the understanding. It extends to multiple digitising practices that generate corporate transactional data; government administrative registers; open and crowd-source data; online data repositories; curated data sets of genomic and biological sciences; and millions of digitised journals and books. 

My example at the beginning of the digitisation of historic census records is big data, or altmetrics generated by our online journals that are tracking our downloads and citations. All of these are not just about or concerned with necessarily about how big, how fast, or how detailed. But it’s an understanding that focuses on the practices that generate this data; that cut across these various contexts of making data, whether it’s digitisation of content or digital tracking of conduct. These are what are generating, processing and analysing data in new ways, I think, and with new effects. 

This version of a sociology of data understands these effects as involving the reconfiguring of four kinds of relations and I think understanding relations is a real key aspect of what our discipline of sociology attends to and can attend to.

One, of course, is our bog-standard attention to social relations. We know that online platforms are inventive of new practices of sociality; from social-networking sites, search engines, blogs, wikis, online purchasing, crowd sourcing, citizen science, self-tracking apps, e-government, open data. We can understand all of these as social and technical arrangements that are instantiating social relations in new and innovative ways but also ways that are part of who we are as both individuals and collectives. They are blurring the boundaries and distinctions, as many sociologists argue, between online and offline worlds. 

At the same time while that’s making up the very stuff of selves and societies these mediums are also of course materialising massive quantities of data and giving rise to what we could describe as new method relations. Digital devices and the data they generate are not only being implicated in the performance of contemporary sociology, but so too are our methods, our theories and knowledge of it, an understanding that I’ve advanced through the ___[0:32:50] that David has mentioned and that I co-led with sociologists Mike Savage and then John Law, called the Social Life of Methods.

Various actors we could say from users, publics, researchers, governments, industry or business are inventing different methods, such as social-network analysis, to assemble various technologies and expertise to reuse and repurpose this data through practices that are formatting, cleaning, linking, correlating, visualising, inferring, and modelling data to enact social worlds. 

Third, we could say people are ever more aware about data and how they are being made data subjects and being analysed and known. Data relations, I would say, now are thus part of everyday lives and vocabularies. We could say thanks to the deep-surveillance practices of the NSA and the GCHQ, publics are also now familiar with terms such as metadata and that their conversations are perhaps of less interest than who’s talking to whom? When? How long? How much? What mode of communication?

When I wrote of contextual data some 10 years ago, it was really hard to have any interest in this, or find anyone who would pick it up, except a specialist perhaps. But now it’s an object of debate in the public domain. But also we know that data itself is in relation to people as an object of their interest as they engage with tracking devices and apps to quantify, analyse, visualise and act upon their own conduct. There’s one session tomorrow where we’ll be discussing.

My point is that big-data practices are active in social worlds and they are remaking our social method and data relations and involving combinations of actors from algorithms to data gleaners. And us, or we, as social-science researchers, are but one actor, as others have noted. 

Finally, as this suggests, our data practices are also changing our research relations as social scientists. Our academic craft is generating a lot of big data through online mediums, such as journals, websites, and blogs, through which we are re-versioning and multiplying our research outputs on the internet. This was discussed in an earlier session on digital public sociology. 

Additionally, we’re participating in the themes, in the concepts, in the concerns that are making it up as a field, or as an object of research. This also includes what I’m participating in now, you could say, which I call institutionalising practices. Of all of the investments that we’re making in the term as a specific field, as an object of enquiry that are happening not only here but elsewhere; that is it’s being defined as I speak by practices and investments, including the journal that also David mentioned called Big Data and Society that I’m founding and editing. Thanks again, David for pointing these things out because now I can just refer back to what you’ve already said.

Importantly I think that these understandings of practices and relations that make them up basically challenge big data as it’s been described as the new oil, as a raw material, as unmediated, as self-describing, or that knowledge now is data driven or its unmediated or it’s pre-theoretical, and you can find lots of descriptions such as that. By focusing on social practices, we direct our attention to how specific ways that data is brought into being, or being sustained and have social and material lives, as opposed to just happening. 

This raises a particular challenge, especially as someone who has been immersed in metadata historically. If we take all of this together, we need to realise that our methods when we take up big data are so entangled that it’s sometimes very hard to identify and see the incipient influences of other actors on this data;’ the decisions, the priorities, the normativities, the objectives, the values and the mediations are getting attached to that data and what it means for when we take it up in our methods.

For this reason, I start to think about this kind of sociology of data as constituting big-data economies and ecologies. It’s by attending to these economies and ecologies we can start to think about some of these deep entanglements of our work. 

I on the one hand use that word ‘economies’ to think about how a lot of the big data we talk about, it’s organised and mediated by different corporations, whether online, via social networking platforms or through purchasing and browsing, or through mobile devices, or in relation to government administrative practices. I think this makes describing big data as a by-product of what people do, which is one way it’s been described, really apropos in that it is part of productive relations and economic relations where its value is coming out of practical activities that are mediated by corporations, from formatting to technical infrastructures. 

Of course we can take these implications to extend them to IT infrastructures and analytics, where governments of course contract out a lot of this work to corporations and a lot of census taking has been contracted out to Lockheed Martin. Also we can include in this open-government data, a lot of which is configured and organised so that it can be easily taken up by corporations to spur economic activity. It’s no coincidence that corporate users are some of the biggest users of that data source. 

It can also be understood as a further extension of economic practices that are also configuring the very data itself for how we generate social, commercial, governmental and academic knowledge, which is something captured well in Nigel Thrift’s terminology of Knowing Capitalism. But as we know, corporations also govern and monetise our access to data. The biggest online generators, such as Twitter, Google or Facebook, not only mediate and configure their platforms and the data, but they also monopolise and monetise our access. 

Such valuation practices of course are not only confined to corporations. We have, of course, open-government data but government are also looking to monetise their administrative data that I talked about earlier. Here in the UK, we have health being monetised potentially through the NHS Care.data project, which has been currently suspended but is very controversial. Following from that, the HMRC is proposing the selling of our tax data. 

As a final point, I think these kinds of valuations of data are very important to attend to. But they’re not only about the economic capital that they are monetising or creating. I think we need to also attend to the kinds of social, cultural, technical and symbolic capital of big data, including that which we accrue as cultural capital through citation indices and altmetrics, etc. 

Basically, we are seeing big data configuring and generating new forms and hierarchies of expertise and authority in the constitution both of social knowledge and of ourselves, as Susan Halford and others have noted. 

What I want to highlight is how these valuations are part of those broader sets of practices and dependencies and relations of what I suggest are big-data ecologies. So if we have these various kind of economies developing, I use this term in a way to extend this to think about how the massive and dynamic interrelation and multiple processes and objects that are being assembled together are materialising and mixing in really interesting ways, as my colleague at Goldsmiths Matt Fuller has put it in relation to media ecologies. 

For big data, this is inter-dependencies between devices and network computing and computational ordering devices such as software and algorithms and apps, but also the regulatory devices, not only of corporations, but governments that format and organise access to and flows of data and where data can go and how it can be used, such as semantics, classifications, as well as extending to privacy, security and rights, etc. 

So methods cannot stand outside of these kinds of ecologies. They involve the various mixes and assemblages of these elements when taking up a method. I’ll give just one example.

If we think of Twitter, we can look at all the knowledge practices and methods that are using that platform and the data it generates. It’s given rise not only to methods by academic researchers but data journalists, police surveillance and national security agencies who are developing combinations of analytic procedures, infrastructures and personnel to analyse that data that’s being generated. 

Each of these different practices are quite different and they assemble different elements and go at it with different objects. But they are also all dependent, to various degrees, on the organisation and configuration of that platform in the first instance; form its prioritisation of tweets and retweets and hashtags and geotags, as well as what data can be accessed via the application programming interface or via scraping or via purchase. For $3 million you can get a year’s worth of it. 

I think it’s because of the varying configurations and uses and dependencies between these elements that the term ‘ecologies’ really well captures the distributive nature of what I’ve described as big-data practices and investments. I think the consequences of this are not only epistemological or the knowledge that’s being generated, but it’s also having big ontological effects of what has been done and enacted through these practices. As many social scientists argue, such as John Law, data methods don’t just represent but they also bring people and things into being; that is representations of realities are being done simultaneously. 

At issue then for me is how are methods that are reusing and repurposing big data are not separate from but are embedded in help to reproduce specific ecologies of representation and reality. It’s in relation to this that I use ecologies also for normative reasons that are suggested by philosophers of science Isabelle Stengers and Karan Barad. Stengers for one considers how particular practices, especially those of science, effect and relate to other existing practices. For her, scientific practice makes particular demands; it imposes obligations on all of those who practise it and use it or are affected by it. In a similar way, social scientists we could say are not outside of but embedded within an ecology of big data practices that is distributed and also is making demands, imposing upon us as well, what is known and what is being enacted. 

In the words of Karan Barad: “Social science is not determined of course by data, etc. or by its methods, but that the observed/the observer and the practices and the methods and instruments of observation are being very much entangled in the making of worlds.”

We can of course say that all methods involve distributive relations. I just described in my first narrative a really large set of distributive relations. But the issue, I think, with big data is accounting for these and knowing and understanding these entanglements and their influences. It’s becoming increasingly difficult to do, as decisions and framings and priorities and objectives are becoming really hard to trace or access.

This may indeed lead to treating data as raw material, as needing to forego questions of its provenance just because of its untraceability. This very point has led me to another approach to the sociology of data. Instead of tracing its making, to focus on what is done with data; what methods enact; and the kinds of representations and realities that are being elevated. 

I’m calling this at the moment ‘decisive data’. It’s an approach that doesn’t get further away from big data; what I would call it, it gets closer to it. It’s not an anti-empiricism but it’s a renewed empiricism that doesn’t just critique data but gets closer to them as matters of concern and attends to what data are coming to matter in the world and to whom. 

It is a move, I think, that to understand the reality of data is to be found in what we could call its mobilising effects; what it does in the world; what worlds it comes to actualise and legitimise to create and reproduce, especially when it’s taken up by methods. That is in addition to those questions of epistemology, to ask those ontological questions about what worlds are enacted by methods that assemble data made out of those practices.

The enquiries I’m suggesting concern the kinds of people, the kinds of collectivises, and social orderings that are being made up. Philosopher Ian Hacking’s language: the forms of being that methods elevate and reinforce. I think this calls for enquires and critiques of not only the worlds enacted and elevated by the methods, for example, of corporations and governments and as I mentioned earlier, my object is governmental practices, which is really important to a critical social science and what can be offered, but also a critical reflexivity of the very social-science methods that we are forging today. That is a critical social science needs to engage and experiment with big data but through a reflexive orientation. 

Through our very take up then of particular methods, and forms of big data, what worlds, ways of being, do we reinforce and elevate? Not simply reflect but actually do. This leads me to a final sociology of data that suggests one form of being I think that big-data practices do promote.

This builds on my past work on what I describe as data subjects; that’s not pre-existing but being formed and performed in relation to specific devices and methods that we use. If we go back to the standard methods of surveys or interviews for example, we use devices such as questionnaires to mobilise what we could describe as a speaking and a reflexive subjective who is called upon to account for herself or himself.

The question I pose is, what kinds of subjects are big-data practices and methods eliciting and producing? For example, is behaviour and conduct elevated as the basis on which we are identified and enacted, while categories of identity and self-identification, and declaring who I am, become less relevant? If so, with what consequences? Can subjects speak back? Or are we returning to 19th-century and early 20th-century observational and surveillance technologies practised by privileged observers that sociologist Mike Savage has documented? 

Or as I’ve also argued, is the generation of big data being constitutive of what we call inter-passive subjects who give over their identification to other things and other people? What possibilities are afforded for subjects to intervene in how they are made into data and what forms of resistance and contestation are closed off? Or how do we account for how people may be intervening and obfuscating and diffracting such that data is not a measure of what we think it is but of particular strategic, playful or sinister acts? 

I think these questions are politically important because they go to the heart of how we are identified, how we are researched, how we are known, and how we are governed. It brings me back to the future of census in England and Wales. As you can see, the census is an object of my interest and everything always comes back to the census.


(Laugher)

The decision again to adopt that hybrid approach that I mentioned, which is this mix of traditional census and greater use of administrative records was in part based on assessments that administrative data is just not mature enough; it’s not sophisticated enough to replace the former, especially in regards to quality and minority-group data.

But these arguments I don’t think address what subject positions and possibilities this and other alternatives afford, open up, or close off, for citizens to make claims and to intervene in how they are identified. Administrative data, just to be more specific about it, basically is tracking what people do in relation to government; of attending school; getting married; going to the doctor; working; paying taxes and so on. 

Annual small surveys are not an opportunity for everyone to stand up, contest and be counted and are not of similar prominence as a [survey 0:48:23] is. However, it is through traditional censuses that various groups have taken part and laid claim to the truth about themselves. We can look at lots of examples throughout the 20th century where different groups have engaged critically in the construction and interpretation of consensus as a means of articulating and claiming group rights. That is they’ve not only challenged its categories and classifications, but also made this a basis of their rights claims. From the inclusion of a question on religion, to tick-boxes for the ethnic categories of Irish and the inclusion of Cornish as an identity, and I see the Cornish question is now in the media again, to the continuing struggles of LGBT groups for the inclusion of a question on sexual identity. 

Censuses have been an object of classification struggles and with consequences where citizens have called into question not only through the public discussion and consultations process but through how they record themselves on forms. Questioning how they are identified and questioning what counts and matters in the making of a population and who we are. 

The generation though of administrative data is not subject to such public contestation, prominence and struggle. Instead it monitors our conduct in relation to government and does this in the background as it were. In this regard, I think we can think of that data as being much like online and transactional data; as a by-product of what people do rather than declare about themselves, and which neither address their questions of consent or intent. 

In this way, we could say all of these data sources share thorny questions of data rights, privacy, ownership and of consent and intent. Questions, I think, that go beyond what we typically understand as research ethics and which bring into question our relations and responsibilities, I think, to our data subjects.

For decades we as sociologists have painstakingly made explicit our practices and how we will respect consent of our data subjects and how we will respect anonymity, privacy, confidentiality and their rights. Also made explicit our intent for how the data will be used and what expectations a data subject can have of us.

While my focus is on government data, I think these issues also extend to the more diverse and complicated forms generated by mobile phones, to browsers and social-media platforms. These new forms of data complicate these issues, I think, of intent and consent. Not only because of their distributed relations being difficult to trace, as I have mentioned, but also that they bring to the floor, I think, a politics of method that is concerned with the subject positions that are being elevated by particular methods. I think it’s a politics that’s going to become ever more important as issues of data rights become ever more prominent, as they are now. 

To conclude, what I have outlined are just some possible sociologies of data. There are many more that are being done and possible, such as how data is being generated and generative of new social sorting and dividing practices; how it’s reconfiguring, redoing or reinforcing relations of domination along class, gender, age, ethnicity, sexuality and ability; how data is colluding and colliding with the rise of racism, xenophobia, homophobia and facilitating often anonymous misogynist attacks and cyber bullying; and how ti materialises also in new forms of social relations, presentations of the self, of new forms of activism, social networks and social-spatial relations. There is a lot of both really dreadful and really wonderful things that both our online lives and the generate are doing. 

But it’s in relation to all of these and more I think that sociology has much to offer. I think approaches that involve innovating ethically and politically, incisive methods that analyse and make transparent the normative and political choices embedded in methods, and also raises questions about what counts and matters and how data is something that is done and just isn’t there. 

As I stated in my abstract, I think in an age when data are being intensely commodified and followed and acted upon, I think this is also a responsibility as sociologists.

(Applause)
David:
Thank you very much. We now have some time to open up for ___[0:52:41]. 

Female:
[Inaudible 0:52:52 – 0:53:01].
Everlyn Ruppert:
Ah, right. Well, that of course I’ve gone through all the standard practices of consent and of different rules for the kinds of meetings, etc. A lot of that data will be archived, as we do now. Another aspect of big data is our archiving data itself in repositories. It will be anonymised and go through the same procedures that we do for lots of other kinds of data. It will also go through an advisory group of statisticians who will ensure that for, especially professional reasons, some of them, they feel very exposed, especially when I’m involved in closed meetings, etc. 

We’ll do practices of anonymisation and not directing any specific quotes or content to any particular statistician, or in some cases even a particular country or a particular meeting or context. Which is going to be quite a challenge, I admit. 
Male:
___[0:54:00 – 0:54:34].

Everlyn Ruppert:
Yes, especially for these online sources. There is often an assumption of implied consent because it’s in a public domain and that thereby all data online is basically like going to a public square and observing and watching people in that domain. I have real key problems with that in terms of what people understand as what they have consented to when they go online. Because we’re talking also about multiple kinds of platforms that aren’t really comparable either; from a browser data a Facebook to a Twitter to a blog, there are so many different versions and issues around consent.

I think those are the kinds of debates that we need to have as opposed to just saying it’s implied and not worrying about it. 

But I think one of the issues that it’s also tied up with is the implication that anonymisation – back to your question – addresses these issues; that if you anonymise data, then you don’t have to worry about any of these issues at all. That comes up with the focus on anonymity as the [additional and matter 0:55:35] of concern about data. Whereas I’m really thinking about what is done with data and how that data comes to either for use in government or in research and what kinds of worlds, or realities, as I’ve said, does it come to enact. What does it prioritise and make more important and relevant and what does it then close off?

That’s why I come to always to focus on this subject question. That becomes really important, I think; not only just consent in the ethical sphere, but also a political question about what is done with it.

Now, a lot of people say that when one signs up, and I’ve got lots of apps on my iPhone, I have agreed to an agreement. ___[0:56:21]. There are lot of studies showing that a lot of people like myself don’t ever read 300 pages of it or when it’s updated and a lot of people are unaware and not clear about what that agreement is. Especially about the selling of data for third parties. I think when those kinds of issues come up more and more, these kinds of public debates about what one is consenting to, and this really a legitimate practice of gaining consent through an agreement of that nature, I think those types of issues are going to happen though in relation to technology. But ones that we as sociologists should get ahead of the curve on, I think, as opposed to sort of letting it happen out there then catching up later. I don’t think we’ve done enough hard thinking about that. 

I’ve talked with a lot of statisticians about that which are also concerned with it because governments have also done a lot of work on these very same question. They’re very troubled and uncertain about what it means for official statisticians to say that Twitter data can provide data that can now be given the sanction of being an official statistic on consumer confidence; data generated on a platform like that being consecrated, using my language, as a source of official statistics. For them, they’re very nervous about what it means to do that. The terms of data subjects and in terms of issues of consent and then in terms of also this being managed by a private platform and now being designated as official. Those are relay kinds of thorny questions that cross over between the academy and government. 

Male: 
[Inaudible 0:58:03 – 0:58:26].

Everlyn Ruppert:
Ah, well, no, I hope I didn’t come across as an Orwellian. 

Male:
Oh, no, no.

Everlyn Ruppert:
Oh, good. Oh, thank you.

(Laughter)

Oh, yes. 

No, actually I see a lot of promise but I see a lot of perils in this. Both within the academy and within government. I think really and good important use can be made of data in its relation to our lives that for example the UN uses in its Global Pulse initiative to be able to have sensors out in the world, if you will, to understand moments of crisis and be able to monitor those moments of crisis. Using new technologies in really excellent ways to be able to detect when there is a problem or issues arising in different distributed sites. So there are really good uses possible and being done with the data, if I follow your question.

Similarly, in the academy, I think also there are lots of really interesting projects where people are co-producing using digital technologies with data subjects and engaging them in innovative ways through digital technologies for them to understand their own lives through data. 

I think we have an opportunity that if data is part of people’s everyday lives there is an opportunity here also to work with various publics, with data, because it’s now something that they can touch and see and feel and experience and understand and see as relevant to their own condition in ways that perhaps is not available through past methods of quantitative data that we’re typically used to working with. 
Male: 
[Inaudible 0:59:59 – 1:01:59]
Everlyn Ruppert:
I entirely agree. I think it’s much more complicated and there are, as I said, depending on the platforms and the uses, various different configurations of what it could mean and what it does mean and its implications. Absolutely. 

Female: 
 [Inaudible 1:02:19 – 1:03:42]

Everlyn Ruppert:
I think there is a lot of work happening on ensuring commensurability from two points from a technological point of view. But also what you trying to ___[1:03:51] as a format for a classification point of view about one could join up different  data sets.

Certainly, you are absolutely right, I think, about how it’s going to and it is already changing data and how it’s collected and done. For example, in government, ___[1:04:08] the interest in joining up administrative data is leading to remaking and redoing how administrative data is being done within departments. Indeed, open-government data has also been found to have changed the recording practices and the data practices within government ___[1:04:24] departments because they know the data is going to be made open. It’s started to reconfigure how they record and what they record.

So there are these recursive effects when one wants to standardise, to join up, that mean going back and changing the very source itself. So we can’t just think that that becomes untouched. I think that’s a whole other issue of how standardisation is also leading to perhaps a filtering out of different kinds of practices, if you will, or undoing certain kinds of practices and how having others come to dominate about what is data and how it is recorded. 

I think there are the other examples certainly through the World Wide Web Consortium which is seeking to look at ways of ensuring that the data online, that we can have a web of data, meaning we need to have a classificatory system that enables data online to be drawn together or joined up and connected and leading to whole semantic web; a set of protocols and rules so that data, if you want – let’s just take any entity like a country, that the protocols for the naming of that country and data on that country and then being added up or joined up across different sites on the internet. 

I think that that is also a different kind of way that practices are being reconfigured and redone. 
Male:
[Inaudible 1:05:55 – 1:06:02]

Everlyn Ruppert:
Post facto. Yes.

Female:
___[1:06:06].

Everlyn Ruppert:
Oh, yes. Oh, no. Yes, absolutely. Post facto. No, there’s a lot of that. Sometimes called data cleaning. Yes, and data – there’s another term but along the lines of data cleaning. So they are manipulating and changing and – yes, exactly.

Male:
[Inaudible 1:06:27 – 1:09:29]

(Laughter)

Everlyn Ruppert:
Maybe that’s the Orwellian. 

(Laughter)

I can’t disagree. But I agree what is ___[1:09:41]. I think that interest is something that is very volatile. Whether it’s ___[1:09:48] NSA. I think for HMRC, or Care.data, I think that these sensitivities ___[1:09:59] in relation to those kinds of ___ opportunity for a public ___[1:10:05] [agenda] ___.

It does not mean we will get into bed with all the others who are commercialising data. But ___[1:10:17] sociology before that happens. I think it’s a real challenge but a really important possible opportunity to identify these issues which are brewing. I think will ___[1:10:33] more ___ that over time.

So thinking about these questions now I think is really essential and asking ___[1:10:38]. Engaging still with ___[1:10:41]. Don’t want it to be just computer scientists churning out ___ analysis or online data ___. What are we then doing to ___[1:10:55] data ___? 

David:
Thank you very much.

(Applause)

Before anybody rushes off to the wine, and I know it’s difficult to keep a barrier between the sociologist and wine, I’d like to hand over to our president, John Holmwood who is going to be awarding the Philip Abrams prize for this year. So over to John. 

John Holmwood:
Thank you very much. I mean it’s always a pleasure to award and be involved in the Philip Abrams Prize but I think it’s a particular pleasure tonight because the Philip Abrams Memorial Prize remembers a particular sociologist very active and engaged within the discipline. I’ll be saying something more about that. But today we have the honour to have Philip Abrams’ sister, Everlyn, here with us to share in the award of the prize. I know that Everlyn would like to say a few words to us first. So I’m going to hand the floor to Everlyn and hold the mike here just to help with the process of communication.

Everlyn:
Can I hold your arm, love?

John Holmwood: 
Yes, of course.

Everlyn:
I wanted to say first of all that I only heard last year through my bookshop that the sociology people were doing this for Philip. 

(Laughter)

I loved him very dearly and he died very young. I got in touch with these people (Laughter). They were so kind to me in inviting me to come here this year, so I’m very grateful for that.

Now I want to tell you a story about Philip.

When I was three and Philip was eight, long ago, he’d be 81 today – I’ve forgotten. Hang on. (Laughter)

Oh, yes.

It was the Second World War and –

(Laughter)

Yes, very funny.

(Laughter)

We were invited as children to a meeting. We were in the natural world, the countryside, and we were invited to a meeting for the sergeants, the army, to come and talk to us. This should interest you as sociologists.

The sergeant stood up before us, like you, and (Laughter) –

(Laughter)

John Holmwood:
Not sure whether to salute ___[1:14:03]. 

(Laughter)

Everlyn:
And he said, “Now, it’s lovely that you go out to play,” because we were in the country. So he said, “It’s lovely. You should go out to play. That’s what childhood is about.” We all nodded. He said, “But we have got something to say to you. When you go out and you’re playing, you must not pick things up.”

Now, I was only three, so I thought…

But my brother, Philip, who was brainy, even then, put up his hand and so the sergeants said to him, “Yes?” (Laughter) And Philip asked a question. He said, “Please tells us, sir, why we must not pick things up.” 

So the sergeant said, “Well we weren’t going to tell you. But since you ask questions, we will. It could well be a bomb.” (Laugher)

I just wanted to tell you that, because I think it pointed out what sociologists are. 

(Laughter)

They go around asking questions of humanity. I think that is lovely. 

John Holmwood:
Thank you.

(Applause)

Everlyn:
I’ve got one more thing, I’m afraid. I’ve got one more thing and then I’ll shut up. This is because I love my brother very much.

I was a teacher, right. So I’m bossy. 

(Laughter)

I’d like you to put your hand up if you have read any of Philip’s books? Oh! Well, the rest of you go home.

(Laughter)

He started sociology. Thank you very much.

John Holmwood:
Thank. Thank you.

(Applause) 

It is clear how loved Philip was by his family but also by those of us who knew him too. I mean his memory is, I think, treasured and I hope it’s a matter of pride to you to see how much it is also treasured by sociologists, his fellow sociologists. 

I’m actually one of those who was fortunate enough to be taught by him as an undergraduate. For many of us the memories of him do remain real and important. They are evidenced and available on the pages. And I just endorse what you said, what Philip wrote continues to be important. As you saw, it continues to be read and it continues to live within those texts.

But he always was available to some of us in person and by his example. That was equally important. 

Philip died tragically young, as Everlyn said, at the age of 42 in 1981. He was trained as a historian but was responsible, I think, for bringing history and sociology together an as Everlyn says, helping to define the expanding discipline of sociology in this country and in particularly at the universities of Cambridge and Durham where he was based. But also through his activities with the BSA.

It is a mark of the respect of his colleagues that a subscription was set up to honour Philip. Also I think particularly apt that it should be a prize to encourage early career sociologists. The Philip Abrams Memorial Prize is awarded for the best first single-authored book by a sociologist. That is an early career sociologist. 

What is I think remarkable and what Philip would have been really heartened by is how difficult the task of making the selection has been, or has become for the judging panel. But also how big a task it has become for the judging panel. Because there were 27 nominations for the prize this year and I think it is one of the pleasures of being the president of the BSA to be on that panel and in that way to be connected to a lot of work by early career academics, frequently the PhDs developed into monographs and so on. 

Five books were shortlisted and those books are listed in the programme, so you can see the range and the quality of work by early career sociologists.

But inevitably there has to be a winner and the winner of the Philip Abrams Prize for this year is Hannah Jones from the University of Warwick. 

(Applause)

We’ll pause a minute because I’m going to embarrass her more by showing the book.

(Laughter)

Published by Policy Press. Negotiating Cohesion, Inequality and Change: uncomfortable positions in local government. 

This is one of the copies available without the sticker which I believe that Policy Press will be quickly putting on in the meantime.

I’ll just say a little bit about what the book is about. It describes the social life of a public policy, the public policy in this case is that of community cohesion, in the social and individual perspectives of actors who are tasked with delivering policy. 

It argues, I think, very convincingly that a sociological imagination is not confined to academics; it’s not our special privilege to have it. But there are many who engage in practical public sociology as they interpret, develop and implement policies. They frequently do this with policies with which they disagree or about which they have profound reservations. That’s a really imaginative and critical task. 

Hannah illustrates how policies are implemented in complex situations, often against the backdrop of competing agendas from a range of different stakeholders. By using rich qualitative data, she brings her key informants to life and makes that sociological imagination in practical settings, I think, vivid and real for us, and draws the reader into real-life dilemmas that confront staff within local authorities.

It’s sharp, insightful and it offers a critical perspective. The material and key informants are sensitively handled, Hannah, and they’re handled with flair and insight. I think it’s a very worthy winner of the reward. And nice for Everlyn to hear and see that we value incredibly the work that Philip had done in promoting sociology and bringing on the careers of sociologists.

So Hannah Jones, winner of the Philip Abrams Prize. 

(Applause)

[Inaudible 1:22:03]

(Laughter)

Congratulations, Hannah and we ___[1:22:08].

(Laughter)

Do you want to say any words?

Hannah:
No, thank you. It’s very kind and I love – sorry. I wish my mother was here because she’d have loved your story ___[1:22:25]. 

(Laughter)

John Holmwood:
Thank you.

(Applause)

David:
That concludes this session. So please come to the wine reception where we will be – well, I will be presenting the prize for the poster competition. So please do come along. 


END AUDIO
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